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CSCI 699: Privacy Preserving 
Machine Learning - Week 6
Unlearning and Local Differential Privacy



Recap
Auditing DP-SGD in 1 training run

• Compare  and 


• Sample  randomly - from Gaussian or Dirac


• In high dimensions, random vectors are 
orthogonal i.e. we 


• True even after clipping and adding noise


• But, 


• Gives per-step estimate of . 


• Use composition to compute after -rounds
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• Questions: can we


• simplify to use only a 
single batch?


• Use the same  across t?g′ 



\

• Overview of auditing scheme [SNJ23]

Recap
Auditing any algorithm in 1 training run

https://arxiv.org/pdf/2305.08846


Recap
Measuring memorization via MIA
• Given a datapoint , we want to tell if it was present in training data used to 

train model .


• Develop heuristics and empirically evaluate their performance. Construct two 
datasets


• +ve examples in training


• -ve examples not in training


• Output +ve if , using a reference model  likelihood  

x
θ

pθ(x)
q ̂θ(x) ≤ τ ̂θ q ̂θ(x)



Open Question
What are empirical MIA actually measuring?
• Given a datapoint , we want to tell if it was present in training data used 

to train model .


• +ve examples in training


• -ve examples not in training


• Question: 


• 1 training run privacy auditing (with canary insertion) measures DP.


• What does empirical MIA procedure above measure?

x
θ



• Excess Memorization [Fel 20] = 



• Influence  = 
 

 
where 


• Effect of  on . Excess memorization is “self-
influence”.

Prh←A(D)[h(x) = y] − Prh←A(D′ )[h(x) = y]

(x, x0)
Prh←A(D)[h(x0) = y0] − Prh←A(D∖{x,y})[h(x0) = y0]

h = arg min
h

Ex∼D[ℓ(h(x), y)]

(x, y) x0

Recap
Excess Memorization and influence estimation

Most memorized 
inputs 
[FZ’20]

https://dl.acm.org/doi/abs/10.1145/3357713.3384290
https://arxiv.org/abs/2008.03703


Unlearning



• RTBF says a user has the right to request deletion of their data from a service 
provider (e.g. deleting your FB account + all posts/likes).  
 
 

• Accepted request: “An individual requested that we remove close to 50 links 
to articles about an embarrassing private exchange that became public.”


• Rejected request: “asked us to remove 20 links to recent articles about his 
arrest for financial crimes committed in a professional capacity.”



Right to be forgotten and Unlearning

• Works great for search / databases. What about trained ML models?


• Models memorize user data


• We can also reconstruct user data from trained models


• Deleting user data is insufficient. Need to also “delete/unlearn”


• How?


• just retrain on the clean data.


• Best, but infeasible with massive models. Especially every time we get a 
deletion request (e.g. every week).



Unlearning and Bad data

• Unlearning is also very useful for


• Removing PIIs, Copyrighted data.


• Removing toxic/harmful/incorrect information.


• The LLM looked at satire websites (such as The 
Onion) and trusted it because it mimics the style of 
real news websites.


• We learn from our mistakes and decide to exclude 
all joke/comedy websites


• Need to retrain LLM every time we discover a new 
bad data source?



Unlearning Experiment Setup

• In practice, benchmarks gather two datasets:


• A forget set of test queries intended to measure whether specific data or 
knowledge has been unlearned.


• A retain set of test queries intended to ensure retention of data unrelated to the 
unlearning data.


• Test if we have forgotten the forget set, and remember the retain set.



How to Unlearn?
Negative loss - gradient ascent

• Suppose we want to delete all text related to “Harry Potter”


• Idea: gather the forget text and fine-tune with negative loss.


• Works sometimes [Jang et al. 2022]


• Limitation 1: Harry Potter said, “Hello. My name is ___” Harry is 
correct even with no memory of Harry Potter


• Limitation 2: Harry Potter’s best friend is ___. If we penalize Ron, the 
model will simply switch to Hermione. 

• In fact, should output random names

https://arxiv.org/abs/2210.01504


How to Unlearn?
Pseudo-labels



How to measure unlearning (formally)?

-Unlearner [Guo et al. 2020](ε, δ)
An updater  is -unlearner for a training algorithm  if  
given a dataset  and a subset , we have


 and 


 

U (ε, δ) A
D ∈ 𝒟n S ⊆ D

Pr [ Pr[U(A(D), D, S) = t]
Pr[A(D∖S) = t] ≥ ε] ≤ δ

Pr [ Pr[A(D∖S) = t]
Pr[U(A(D), D, S) = t] ≥ ε] ≤ δ

https://arxiv.org/abs/1911.03030




Unlearning and Differential Privacy

• Claim: if A satisfies -DP, then for any updater  (even ) is an 
-unlearner for A, where  is the size of the deletion request.


• Proof: Chain DP to show we cannot distinguish between 
. Then use post processing by . 

• So DP is enough, but guarantees get worse with |S|.


• Another issue: if  outputs a random model, it has intuitively unlearnt. But, 
definition does not agree (needs similarity to )


• Our definition mixes utility and forgetting.

(ε, δ) U ∅ (kε, kδ)
k = |S |

A(D) and A(D′ = D∖S) U

U
A(D∖S)



Better Unlearning Definition

-Unlearner [Sekhari et al. 2021](ε, δ)
An updater  is -unlearner for a training algorithm  if  
given a dataset  and a subset , we have


 


and 

U (ε, δ) A
D ∈ 𝒟n S ⊆ D

Pr [ Pr[U(A(D), D, S) = t]
Pr[U(A(D∖S), D∖S, ∅) = t] ≥ ε] ≤ δ

Pr [ Pr[U(A(D∖S), D∖S, ∅) = t]
Pr[U(A(D), D, S) = t] ≥ ε] ≤ δ

• Compares outputs of U always.


• Two trivial unlearners: i) retrain on , ii) output random models.D∖S

https://arxiv.org/pdf/2103.03279


Two kinds of unlearning 
• Remove my private data


• Close to DP - definitions we saw 
before


• Open question -  rigorous 
auditing procedures to measure 
unlearning capability


• Want to tie to definition


• Gaussian unlearning?


• Challenge: U knows S

• Forget an incorrect concept / remove bias 
[Kumaranji et al. 23]


• Seems closer to memorization.


• Open questions: 

• How to formally define this? Issues 
from defining memorization pop up. 


• We only get samples, but we want to 
unlearn distributions/concepts. Better 
algorithms?


• Rigorous auditing methods? 

https://arxiv.org/abs/2302.09880


What counts as unlearning?
• Do I merely want to forget the exact text, or entire plot?

• What is the right “unit 
of forgetting”?


• Formalize memorization 
at higher abstractions: 
 
Exact text of HP -> 
Reworded HP -> 
Plot points of HP -> 
Story “structure”


 



Auditing Unlearning Methods?

• Results very sensitive to specific prompts


• Experiment setup makes overfitting to the 
benchmark inevitable. Similar to LLM Jailbreak - 
everyone will account for substitute secrets.


• Open question: Really need better auditing 
methods.



Local Differential 
Privacy



Central Differential Privacy

• Previously: how well can the adversary guess which world I am in based on 
the output.

…
Algorithm

Data providers Data users

Algorithm

Data providers

querie

answer

World 1: 

World 2: 
…

…

…



Local Differential Privacy

• New: how well can the adversary guess which world I am by looking at my 
communication

…
Algorithm

Data providers Data users

Algorithm

Data providers

queries

answers

World 1: H0

World 2: H1
…

…

…



Local Differential Privacy

• New: how well can the adversary guess which world I am by looking at my 
communication


• No need to trust


• central server


• or communication network  


• Only trust yourself

…
Algorithm

Data providers Data users

Algorithm

Data providers

queries

answers

World 1: H0

World 2: H1
…

…

…



Local Differential Privacy
Local differential privacy [Kasiviswanathan et al. 2011]

Let  indicate the user i’s output after looking at datapoint . 
Then,  satisfies -LDP if


 for all  and all users .

πi(v) v
πi ε

Pr[πi(v) = y]
Pr[πi(u) = y] ≤ ε y, u, v i

https://arxiv.org/abs/0803.0924


Approximate Local Differential Privacy

 Local Differential Privacy(ε, δ)

Let  indicate the user i’s output after looking at datapoint . 
Then,  satisfies -LDP if for a randomly sampled 


 for all  and users .

πi(v) v
πi (ε, δ) t ∼ πi(v)

Pr [ Pr[πi(v) = y]
Pr[πi(u) = y] ≥ ε] ≤ δ y, u, v i



Central-DP Binary Mean Estimation
Utility under central DP

• We have n i.i.d samples  where .


• Estimate mean as . Sensitivity is ? 

• Net error is “statistical error” + “privacy error” = 


• Privacy is free as long as . 

(x1, …, xn) xi ∈ {0,1}

̂μ = 1
n

n

∑
i=1

xi + Lap(Δ/ε) Δ = 1/n

1
n

+ 2
n2ε2 .

ε ≤ 1/ n



Local-DP Binary Mean Estimation
Utility under local DP

• We have n users each with an i.i.d sample .


• User  communicates . What is local sensitivity?


• Here, we have 


• We compute the average . 

• Net error is “statistical error” + “privacy error” = 


• Now can only tolerate .

xi ∈ {0,1}
i (xi + Lapi(Δ/ε))

Δ = 1!
1
n ∑n

i=1 (xi + Lapi(Δ/ε))
1
n + 2

nε2 .

ε ≤ n−1/4



Local-DP Unbounded Mean Estimation
Utility under local DP

• We have n users each with an i.i.d sample  satisfying .


• User  communicates .


• We compute the average .


• Net error is ≈ “statistical error” + “clipping bias” + “privacy error”


• =  By picking the optimal 


• . Privacy is never “free” - goes from  to . :( 


• Compare to central-DP  where constant  didn’t hurt.

xi E[x2
i ] ≤ σ2

i (clipτ(xi) + Lapi(2τ/ε))
1
n ∑n

i=1 (clipτ(xi) + Lapi(2τ/ε))

σ2

n + 2σ4

τ2 + 16τ2

nε2 . τ,

= O( σ2

n + σ2

nε
) 1/n 1/ n

= O( σ2

n + σ2

nε ) ε



Local-DP Strengths & Weakness

• Weakness


• Amount of noise needed is too large


• Error decreases very slowly as we increase data.


• Strengths


• No need to trust the implementation, infrastructure, etc.


• No problem if server gets hacked or server leaks your data.


• Stronger definition of privacy / security.


• Best of both worlds? Yes! With crypto or TEEs or federated learning.



Federated 
Learning

Heavily based on NeurIPS ’20 FL tutorial

https://sites.google.com/view/fl-tutorial/


Data at the Edge 

Data processing is moving on device:
● Improved latency
● Works o!ine
● Better battery life
● Privacy advantages



Federated Learning



model
deployment

federated 
training

model
development

Cross-device federated learningCross-device Federated Learning



Cross-device Federated Learning



Gboard: next-word prediction

Federated RNN (compared to prior n-gram model):
● Better next-word prediction accuracy: +24%
● More useful prediction strip: +10% more clicks

Federated model
compared to baseline

A. Hard, et al. Federated 
Learning for Mobile Keyboard 
Prediction. arXiv:1811.03604

"Instead, it relies primarily on a technique called 
federated learning, Apple’s head of privacy, Julien 
Freudiger, told an audience at the Neural Processing 
Information Systems conference on December 8. 
Federated learning is a privacy-preserving 
machine-learning method that was first introduced 
by Google in 2017. It allows Apple to train different 
copies of a speaker recognition model across all its 
users’ devices, using only the audio data available 
locally. It then sends just the updated models back to 
a central server to be combined into a master model. 
In this way, raw audio of users’ Siri requests never 
leaves their iPhones and iPads, but the assistant 
continuously gets better at identifying the right 
speaker."

https://www.technologyreview.com/2019/12/11/131629/apple-ai-personalizes-siri-federated-learning/

Cross-device federated learning at Apple



Cross-silo Federated Learning



"Federated learning addresses this challenge, enabling different 
institutions to collaborate on AI model development without sharing 
sensitive clinical data with each other. The goal is to end up with 
more generalizable models that perform well on any dataset, 
instead of an AI biased by the patient demographics or imaging 
equipment of one specific radiology department."

[1] https://blogs.nvidia.com/blog/2020/04/15/federated-learning-mammogram-assessment/
[2] https://venturebeat.com/2020/04/15/healthcare-organizations-use-nvidias-clara-federated-learning-to-improve-mammogram-analysis-ai/
[3] https://medcitynews.com/2020/01/nvidia-says-it-has-a-solution-for-healthcares-data-problems/
[4] https://venturebeat.com/2020/06/23/nvidia-and-mercedes-benz-detail-self-driving-system-with-automated-routing-and-parking/ 

Cross-silo federated learning from NVIDIA

"The University of Pennsylvania and chipmaker Intel are forming a 
partnership to enable 29 heatlhcare and medical research institutions 
around the world to train artificial intelligence models to detect brain 
tumors early."

"The program will rely on a technique known as federated learning, 
which enables institutions to collaborate on deep learning projects 
without sharing patient data. The partnership will bring in institutions in 
the U.S., Canada, U.K., Germany, Switzerland and India. The centers – 
which include Washington University of St. Louis; Queen’s University in 
Kingston, Ontario; University of Munich; Tata Memorial Hospital in 
Mumbai and others – will use Intel’s federated learning hardware and 
software."

[1] https://medcitynews.com/2020/05/upenn-intel-partner-to-use-federated-learning-ai-for-early-brain-tumor-detection/
[2] https://www.allaboutcircuits.com/news/can-machine-learning-keep-patient-privacy-for-tumor-research-intel-says-yes-with-federated-learning/
[3] https://venturebeat.com/2020/05/11/intel-partners-with-penn-medicine-to-develop-brain-tumor-classifier-with-federated-learning/
[4] http://www.bio-itworld.com/2020/05/28/intel-penn-medicine-launch-federated-learning-model-for-brain-tumors.aspx

Cross-silo federated learning from Intel
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Case studies 



Antimicrobial Resistance

44

“By 2050, 10 millions deaths 
per year due to antimicrobial 
resistance.” 
- [WHO 2014] 



Antimicrobial Resistance

45

Tailor prescription to results 
from disc diffusion antibiotic 
susceptibility testing (AST) aka 
the antibiogram. 
- [WHO 2019] 

Requires pathology experts :(

MSF, Yemen 2018



Use on-mobile ML to automate the process. 

46

c
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● Multi-continent collaboration  
15 countries in Africa and Asia 
 

Goal

● Continuously in real-time  
	 - improve ML models, 
	 - epidemiological monitoring
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Continual learning across 15 countries, but 

1. Privacy data can’t leave the device.

Challenges

2. Bad network, low end phones.

3. Very noisy data 

Resilience



Shortages in Cancer Expertise
Global expertise per capita is falling, leading to deadly shortages. 

Hanna, Timothy P., et al. "Mortality due to cancer treatment delay: systematic review and meta-
analysis." bmj 371 (2020). 



ML models

AI for Cancer  

Sensitive patient data

scans

tests

genome



Data Scarcity

Sarcoma is 1% of cancer 
diagnosis.  
In 2022, 562 cases in Norway.

Same problem in low-middle 
income countries.



Data Scarcity

52



● 7+ countries, 21 registries collaboration to 
train ML models, monitoring. 

Position paper [Karimireddy et al. FMEC 2023]

● But data collected is extremely 
heterogeneous.  

● Also, strategic concerns like fairness and 
accountability.

 

● Strict privacy regulations to share data, 
especially genomic.



Heterogenous data

• Each site will have different 
demographics and populations



Heterogenous data

• Each Hospital collects data differently:


• Different technologies (MRI machines, CT scanners, staining .)


• Different procedures (is covid +ve: self-reported, PCR test, 
antigen, CT scan, doctor’s diagnosis?)



Heterogenous data
• When multiple data sources are mixed, 

models learnt shortcuts. E.g.


• Some non-covid data came from 
children’s hospital. Model learnt to 
recognize kids, not covid. 


• Different hospitals treat different 
severities. Models recognized hospitals 
by the text font in the scans. 

[Klaudia et al. 2024]

https://www.nature.com/articles/s41746-024-01226-1
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Cross-device FL Cross-silo FL
Challenges Data Privacy Data privacy

Scale + Resilience: 
large and unreliable 
networks
Noisy unreliable data Heterogenous data and 

population

Strategic concerns like fairness 
and accountability

Cross-device and Cross-silo FL



Privacy in 
Federated Learning



































The Dream vs. Current Reality of FL



The Dream vs. Current Reality of FL

• The dream:


• A private distributed global 
protocol


• That unites the world’s data and 
compute 

• The current reality


• Data is extremely messy and even 
actively harmful - need data 
quality and valuation. 

• Cannot train LLMs over commodity 
hardware - need better sysML. 

• Unclear legal/policy support.


