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CSCI 699: Privacy Preserving 
Machine Learning - Week 10
Federated Learning

https://sites.google.com/view/fl-tutorial/


Recap: Local Differential Privacy

• New: how well can the adversary guess which world I am in by looking at my 
communication


• Ok if central server gets hacked etc. 
Only trust yourself.


• But needs a lot of noise. Can we get 
guarantees similar to local DP, but not add 
as much noise?
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Federated 
Learning



Data minimization

• Roommate and I agree to get smart light.


• Roommate installs a web camera + cloud 
ML model.


• I am uncomfortable.



Data minimization

• Currently, ML follows the webcam model.


• This is bad


• Servers can and do get hacked.


• No control over privacy


• No ownership over data


• Alternative?



Data minimization

• Use a motion detector instead.


• Data minimization: 

• Tie consent to a specific use case.


• Collect only the data absolutely 
necessary.


• Store locally as much as necessary.
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Case study 1: 
Fighting Superbugs



Antimicrobial Resistance

9

“By 2050, 10 millions deaths 
per year due to antimicrobial 
resistance.” 
- [WHO 2014] 



Antimicrobial Resistance
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Tailor prescription to results 
from disc diffusion antibiotic 
susceptibility testing (AST) aka 
the antibiogram. 
- [WHO 2019] 

Requires pathology experts :(

MSF, Yemen 2018



Use on-mobile ML to automate the process. 
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● Multi-continent collaboration  
15 countries in Africa and Asia 
 

Goal

● Continuously in real-time  
	 - improve ML models, 
	 - epidemiological monitoring
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Continual learning across 15 countries, but 

1. Privacy data can’t leave the device.

Challenges

2. Bad network, low end phones.

3. Very noisy data 

Resilience
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Case study 2: 
Fighting Cancer



Shortages in Cancer Expertise
Global expertise per capita is falling, leading to deadly shortages. 

Hanna, Timothy P., et al. "Mortality due to cancer treatment delay: systematic review and meta-
analysis." bmj 371 (2020). 



ML models

AI for Cancer  

Sensitive patient data

scans
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genome



Data Scarcity

Sarcoma is 1% of cancer 
diagnosis.  
In 2022, 562 cases in Norway.

Same problem in low-middle 
income countries.



Data Scarcity
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● 7+ countries, 21 registries collaboration to 
train ML models, monitoring. 

Position paper [Karimireddy et al. FMEC 2023]

● But data collected is extremely 
heterogeneous.  

● Also, strategic concerns like fairness and 
accountability.

 

● Strict privacy regulations to share data, 
especially genomic.



Heterogenous data

• Each site will have different 
demographics and populations



Heterogenous data

• Each Hospital collects data differently:


• Different technologies (MRI machines, CT scanners, staining .)


• Different procedures (is covid +ve: self-reported, PCR test, 
antigen, CT scan, doctor’s diagnosis?)



Heterogenous data
• Spurious/shortcuts learning. Turns 

out models were predicting based 
on:


• The TAG of the hospital.


• whether the patient was lying 
down or sitting up.

[Klaudia et al. 2024]

https://www.nature.com/articles/s41746-024-01226-1
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Cross-device FL Cross-silo FL
Challenges Data Privacy Data privacy

Scale + Resilience: 
large and unreliable 
networks
Noisy unreliable data Heterogenous data and 

population

Strategic concerns like fairness 
and accountability

Cross-device and Cross-silo FL



Gboard: next-word prediction

Federated RNN (compared to prior n-gram model):
● Better next-word prediction accuracy: +24%
● More useful prediction strip: +10% more clicks

Federated model
compared to baseline

A. Hard, et al. Federated 
Learning for Mobile Keyboard 
Prediction. arXiv:1811.03604

"Instead, it relies primarily on a technique called 
federated learning, Apple’s head of privacy, Julien 
Freudiger, told an audience at the Neural Processing 
Information Systems conference on December 8. 
Federated learning is a privacy-preserving 
machine-learning method that was first introduced 
by Google in 2017. It allows Apple to train different 
copies of a speaker recognition model across all its 
users’ devices, using only the audio data available 
locally. It then sends just the updated models back to 
a central server to be combined into a master model. 
In this way, raw audio of users’ Siri requests never 
leaves their iPhones and iPads, but the assistant 
continuously gets better at identifying the right 
speaker."

https://www.technologyreview.com/2019/12/11/131629/apple-ai-personalizes-siri-federated-learning/

Cross-device federated learning at Apple



"Federated learning addresses this challenge, enabling different 
institutions to collaborate on AI model development without sharing 
sensitive clinical data with each other. The goal is to end up with 
more generalizable models that perform well on any dataset, 
instead of an AI biased by the patient demographics or imaging 
equipment of one specific radiology department."

[1] https://blogs.nvidia.com/blog/2020/04/15/federated-learning-mammogram-assessment/
[2] https://venturebeat.com/2020/04/15/healthcare-organizations-use-nvidias-clara-federated-learning-to-improve-mammogram-analysis-ai/
[3] https://medcitynews.com/2020/01/nvidia-says-it-has-a-solution-for-healthcares-data-problems/
[4] https://venturebeat.com/2020/06/23/nvidia-and-mercedes-benz-detail-self-driving-system-with-automated-routing-and-parking/ 

Cross-silo federated learning from NVIDIA

"The University of Pennsylvania and chipmaker Intel are forming a 
partnership to enable 29 heatlhcare and medical research institutions 
around the world to train artificial intelligence models to detect brain 
tumors early."

"The program will rely on a technique known as federated learning, 
which enables institutions to collaborate on deep learning projects 
without sharing patient data. The partnership will bring in institutions in 
the U.S., Canada, U.K., Germany, Switzerland and India. The centers – 
which include Washington University of St. Louis; Queen’s University in 
Kingston, Ontario; University of Munich; Tata Memorial Hospital in 
Mumbai and others – will use Intel’s federated learning hardware and 
software."

[1] https://medcitynews.com/2020/05/upenn-intel-partner-to-use-federated-learning-ai-for-early-brain-tumor-detection/
[2] https://www.allaboutcircuits.com/news/can-machine-learning-keep-patient-privacy-for-tumor-research-intel-says-yes-with-federated-learning/
[3] https://venturebeat.com/2020/05/11/intel-partners-with-penn-medicine-to-develop-brain-tumor-classifier-with-federated-learning/
[4] http://www.bio-itworld.com/2020/05/28/intel-penn-medicine-launch-federated-learning-model-for-brain-tumors.aspx

Cross-silo federated learning from Intel



The Dream vs. Current Reality of FL

• The dream:


• A private distributed global 
protocol


• That unites the world’s data and 
compute 

• The current reality


• Data is extremely messy and even 
actively harmful - need data 
quality and valuation. 

• Cannot train LLMs over commodity 
hardware - need better sysML.

Wynants, Laure, et al. "Prediction models for diagnosis and prognosis 
of covid-19: systematic review and critical appraisal." bmj 369 (2020).

https://www.bmj.com/content/369/bmj.m1328
https://www.bmj.com/content/369/bmj.m1328

