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Recap: Federated Learning
• We can invert gradients to 

recover the training data.


• Recovering is easier with 
smaller batch size vs. larger 
batch sizes.


• If the server is adversarial, can 
also insert “traps” into the 
model sent out to the clients. 
But, this is less likely - may be 
easy to detect.



How to Make Federated Learning Private?
Confidential Computing

• Idea 1: Use confidential 
computing at server.


• Run the FL aggregation and add 
DP noise within TEE.


• Pro: Gives local-DP like privacy/
security guarantees at the cost 
of central-DP. Server can be 
adversarial. 

• Con: Need a trusted TEE & verify 
attestation every round.



How to Make Federated Learning Private?
Secure Aggregation

• Idea 2: Just ensure server never sees 
“individual client” updates


• larger batch


• hides who sent what


• Use Multi-Party-Copmutation (MPC) to perform 
secure aggregation.


• Server only sees the aggregate, never 
individual updates.


• Typically assume server is honest but curious.
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Collaborating without Sharing: Setup

Clients  
(MSF mobiles or 
 cancer registries)

model

data

[McMahan et al. 2016]
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Collaborating without Sharing: Setup
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[McMahan et al. 2016]

Iteratively in each round, 

● Copy latest model 



Collaborating without Sharing: Setup
In each round, 

● Update model using local 
data and compute 

y y y
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[McMahan et al. 2016]



Collaborating without Sharing: Setup
In each round, 

Aggregate models to get new 
model. 

Repeat. 
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[McMahan et al. 2016]
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Distributed training

L1(x) L2(x)

min L(x) = ⅟m Σi Li(x) 
 
distributed stochastic 
optimization

x
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Distributed training: SGD?

L1(x) L2(x)

Compute local stochastic gradient 
and average them.

Excruciatingly slow! :(
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Distributed training: SGD?

Single GPU             vs.           Collaboration 
                                           USA & Switzerland

computation  
per round

1ms 1ms

communication 
per round

1ms 1s

training time 1 hr 5 days!



Communication-efficiency: infrequent synchronization
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L1(x) L2(x)

Run 1k SGD steps each round, 
before communicating.

Overfits :(

FedAvg [McMahan et al. 2016]



biased

15[SCAFFOLD - Karimireddy et al. ICML 2020]

Clients drift far from each other due to data 
heterogeneity.

x

Communication-efficiency: infrequent synchronization



correction

[SCAFFOLD - Karimireddy et al. ICML 2020] 16

Use history to compute correction.

x

Communication-efficiency: infrequent synchronization



correction

[SCAFFOLD - Karimireddy et al. ICML 2020]
Connections with variance reduction, 
operator splitting, …

Theorem [Karimireddy et al. 
2020]

SCAFFOLD converges with 
(nearly) optimal communication 
complexity. Communication rounds -->

Infrequent synchronization



Many many extensions…
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“Scaffold is the most promising 
collaborative strategies [sic]”  

Neoadjuvant chemotherapy (NACT) for 
triple-negative breast cancer (TNBC)

Mime: Extensions using Adam, etc. 
Train-Convexify-Train:  
Approximate DL using NTK 
 
[Karimireddy et al. NeurIPS 2021] 
[Yu, Wei, Karimireddy et al. NeurIPS 2022]

- Terrail et al. [Nature Medicine 2023]



GPT-2 is 5GB! 

x
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Use error-feedback to 
correct for bias.

Send only the most 
important parts. 
E.g. sign, top-k, low-rank, …

Idea 2: Compressed Communication
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error keeps accumulating :(
actual m

odel update path

compressed update path

error

[Karimireddy et al. ICML 2019],  
[Stich & Karimireddy JMLR 2020]

Idea 2: Compressed Communication



error-feedback

Compression w/ Error feedback
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add the error from previous round back into next round before 
compressing.

Theorem (Informal):

The asymptotic rate of 
convergence of EF-SGD is 
the same as SGD. 

[Karimireddy et al. ICML 2019],  
[Stich & Karimireddy JMLR 2020]
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Theorem (Informal):

The asymptotic rate of convergence of EF-SGD is the same as SGD. 

More concretely, for any δ-approximate compressor: 

SGD rate
Lower order 
dependence 

Compression w/ Error feedback

[Karimireddy et al. ICML 2019],  
[Stich & Karimireddy JMLR 2020]
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Which compressor to use?

• Needs to satisfy some key properties:


• Compatibility with all-reduce


• Cheap to compute on GPU


• Have a good compressor (large )δ
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PowerSGD Results

• If not compatible with all-reduce, time/batch (throughput) is bad


• Random compression is compatible with all-reduce but affects convergence.

[Vogels, Karimireddy, et al. NeurIPS 2019]
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Compression for 
Privacy
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We are communicating 
much less. 

x
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Indeed true! We will see 
formal analysis soon.

Intuitively, this must also 
mean more privacy.

Idea 2: Compressed Communication



28[Chen et al. 2023]

Compression for privacy

https://arxiv.org/pdf/2304.01541

