
Sai Praneeth Karimireddy, Oct 18 2024

CSCI 699: Privacy Preserving 
Machine Learning - Week 7
Privacy Auditing and Memorization



Recap

• Privacy auditing


• Create D and D’


• Retrain model lots of times on D and D’


• Make a guess whether model  
trained on D vs. D’


• Translate type I and type II errors into a 
bound on  using stats.


• Useful for debugging.

ε



Recap
• Improved Privacy auditing


• Better stats (Katz-log or Bayesian) 
2-3x lesser training run


• Use Gaussian-DP => 1k times  
fewer training runs.


• Use gradient canaries


• Measure privacy in 1 gradient update.


• 1 training run = 10^6 update steps = 10^6 experiments.


• Can measure privacy with a single training run.


• Drawback: only works with DP-SGD. Cannot test for composition.



Agenda and announcements

• Privacy Auditing in a single training run 


• Memorization and DP


• 5 Presentations + discussions


• Auditing Practical - HW 3. Postponed to Oct 25. 
I found a bug in my solution. Want to make sure it is solvable.



Gradient Canaries



Auditing with stronger adversaries
Gradient canary

• At each time step t we will run 2 training runs in 
parallel:


• Sample 2 batches i.i.d. with prob. :  and 


• Compute gradients


• With prob , add a canary gradient  to 
gradients of 


• Continue private training algorithm


• Compare  and 

q Bt B′￼t

q g′￼

B′￼t

Ot = ∇⊤
t g′￼ O′￼t = ∇′￼⊤

t g′￼

• Questions: can we


• simplify to use only a 
single batch?


• Use the same  across t?g′￼



Auditing models in a single run
Insert multiple canaries

• Gets even better if we insert multiple canaries.


• NeurIPS outstanding paper award! [SNJ23]


• Key idea: insert multiple canary datapoints


• Include each of  canaries randomly


• Make m guesses - which canary was present?

m

https://arxiv.org/pdf/2305.08846


• Overview of auditing scheme [SNJ23]

Auditing models in a single run

https://arxiv.org/pdf/2305.08846


Auditing models in a single run
Multiple gradient canaries

• Select a set of canaries: .


• For each , with prob. 0.5 include . Otherwise it is dropped.


• At each time step t:


• Sample datapoints with prob. : batch 


• With prob , add each of the selected canaries  to gradients of 


• Continue private training algorithm


• Compute: 


• Sort the final , declare top  to have been included.

𝒢 = {g′￼1, …, g′￼m}

i ∈ [m] g′￼i ∈ 𝒢′￼

q Bt

q g′￼i Bt

{Oi = Oi + ∇⊤
t g′￼i} for i ∈ [m]

{Oi} m/2



Auditing models in a single run
Multiple gradient canaries

• Relating number of current guesses to 


• Theorem 5.2 [SNJ23]:  
 

ε

Pr[# correct guesses ≥ v] ≤ Pr[Bin(m, eε

eε + 1 ) ≥ v] + O(δ)

https://arxiv.org/pdf/2305.08846


Auditing models in a single run
Insert multiple canaries



Relaxations of DP



• Picking the right  is an art


• Want to add unique/
memorable images

(x′￼, y′￼)

What is a “memorable image”?

• Insert backdoors / adversarial inputs
max

Δx,∥Δx∥≤τ′￼

∥∇θℓ( fθ(x + Δx), y)∥2



• Overfitting and memorization are both linked to 
privacy leakage.


• In privacy auditing, we search for memorizing 
artificial images i.e. search for a “planted signal”. 
Called conditional memorization.


• Avg memorization asks how much of the real 
training data has been memorized. 

Overfitting

Avg Memorization

cond M
em

orization

Memorization and Privacy



Measuring Average Memorization
• Times sued OpenAI claiming they trained on 

tons of copyrighted data


• For proof, they prompt GPT-4 with the first 
few paragraphs of an article and then see if it 
auto-completes an exact match


• 100 instances of match - [exhibit J]

https://nytco-assets.nytimes.com/2023/12/Lawsuit-Document-dkt-1-68-Ex-J.pdf


• Memorization: When trained on D, can accurately 
reconstruct data. If using  cannot. 
Very useful for weird/tail data. 

• Memorization [Fel 20] = 



• For images: predict labels, in-painting, etc.


• For text: recover tokens given context

D′￼ = D∖{x}

Prh←A(D)[h(x) = y] − Prh←A(D′￼)[h(x) = y]

Defining memorization

Most memorized inputs 
[FZ’20]

https://dl.acm.org/doi/abs/10.1145/3357713.3384290
https://arxiv.org/abs/2008.03703


•  

• Memorization  overfitting. k-NN, over-
parameterized models memorize exactly. But 
still generalize.


• Differential privacy => low memorization 
provably.


• Depends on x! Per data point measure.


• Absolute (difference), not relative (ratio)


• Relative more useful for bounding 
Type 1 / Type 2 errors.

Prh←A(D)[h(x) = y] − Prh←A(D′￼)[h(x) = y]

≠

Defining memorization
Case 1/ y D D' Diff
a 0.1 0.3 0.2
b 0.1 0.2 0.1
c 0.2 0.2 0
d 0.6 0.4 0.2
Case 2/ y D D' Diff
a 0.1 0.2 0.1
b 0.1 0.2 0.1
c 0.2 0.3 0.1
d 0.6 0.3 0.3

Did more memorization 
happen in case 1 or 2?



• Influence  = 
  

where 


• Effect of  on . Many heuristic methods for 
computing this.


• Open question: principled algorithms/
approximation? Proper definitions? Very much 
understudied.

(x, x0)
Prh←A(D)[h(x0) = y0] − Prh←A(D∖{x,y})[h(x0) = y0]

h = arg min
h

Ex∼D[ℓ(h(x), y)]

(x, y) x0

Influence estimation

TRAK: [P+’23] 

https://arxiv.org/abs/2303.14186


Datapoint level privacy measures

• Per-Instance Differential Privacy [Wang 2019]:  
For a fixed dataset D, and a fixed datapoint z, an 
algorithm A satisfies -DP if 


•  and  
 

(ε, δ)

Pr [ln( Pr[A(D) = t]
Pr[A(D ∪ {z}) = t] ) ≥ ε] ≤ δ

Pr [ln( Pr[A(D ∪ {z}) = t]
Pr[A(D) = t] ) ≥ ε] ≤ δ

…
Algorithm

Data providers Data users

Algorithm

Data providers

querie

answer

World 1: 

World 2: 
…

…

…

https://journalprivacyconfidentiality.org/index.php/jpc/article/view/662


Datapoint level privacy measures

• Specific to dataset D and example x.


• Advantage: very dataset specific 
=> could capture memorization of real data.


• Disadvantage: does not satisfy adaptive composition. Why? 



Lots of open questions

• Understanding memorization in LLMs is a 
hot topic!


• How to quantify this or formalize this? Is 
100 examples a lot, or not much?


• How can we be sure that we have extracted 
all the memorized data?


• Idea: Can we view these attacks as 
attempts at auditing per-datapoint DP?


• Reconstruction vs. membership inference?


