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Course Logisitics

Class: Mon 4:00 to 7:30 pm, room: SGM 226

Office hours: Wed 5:00 to 7pm, room: TBA

Course website: spkreddy.org/ppmlfall2025.html

Slack channel for QAs/discussion, assignment submission on 

Email: karimire@usc.edu (add CSCI 699 in subject)

Anonymous feedback: https://forms.gle/8gta7KMHm2w3p1ro9

https://spkreddy.org/ppmlfall2025.html
https://forms.gle/8gta7KMHm2w3p1ro9


Course overview
What even is privacy?

How can you train a model while guaranteeing privacy?

You say your training is safe, but how can I verify?  

I still don’t trust you with my data. Now what?

What about copyright?

How can the internet ad-economy function under GenAI?



Disclaimer

The material we cover will be hard.

Diverse topics and techniques, requires mathematical maturity.
probability
linear algebra
machine learning

Cutting edge of ML research. 

Ideal outcome: you find a new question you are excited about and write a
NeurIPS/ICML workshop-level paper. 3 last time - 1 by master students!



Grading

3 Assignments: 30%
short: checking your understanding of the core concepts 
practical: play with the concepts

Project report: 35% Due exam day, more details next.

Paper reading and discussion: 35%



Project Report: 35%
Option 1 (paper reading)

Team up with others who signed up for
similar papers - 1 to 3.

Teach each other your papers and related
background.

Replicate the core experiments of SOTA

Write up a 4 page report.

Option 2 (research - encouraged)

Teams of 1-3.

Come up with an research question
(based on what you’ve read or otherwise)

Setup a meeting to get my feedback
before Oct 6 (fall break).

Write up a 4 page report.



Paper Reading & Discussion: 35%
We will use a Role-Playing disucussion format.

Each week post fall break, we will discuss 2-3 papers.
Everyone picks one of the following roles for each:

Presenter*: present the paper
Antagonist: find flaws, missing experiments
Archaeologist: effect of this paper on the field
Researcher: abstract of a pretend follow-up paper
Practioner: turn into a product and pitch it

1 presenter per paper - in class presentation: 20%
Rest, split among 4 roles. Submit 1 paragraph before class on
brightspace. Discuss in class. 15%
Everyone takes all roles equally



Schedule
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“The world’s most valuable resource is no
longer oil, but data. “ - Economist, 2017

Tesla, Uber, Dominos are data companies.

src: @perfectloop
used with permission



Why privacy?



Why privacy? Case 1

Menstrual tracking apps track a ton
of data. 

They, like many other apps, sell data
to data brokers.

Can infer pregnancy and abortions.
Illegal in a large part of US.

“Wrong” according to who?Surfshark 2022

https://surfshark.com/blog/period-track-app-data-privacy


Why privacy? Case 2
Apps also sell your location
to data brokers

Anyone can buy it. Lots of
people do.

Easily identify protestors
and trace people to homes

Senior Defense Department
official and his wife
identified at the Women’s
March.

NY Times  2019

https://www.nytimes.com/interactive/2019/12/19/opinion/location-tracking-cell-phone.html
https://www.nytimes.com/interactive/2019/12/19/opinion/location-tracking-cell-phone.html
https://www.nytimes.com/interactive/2019/12/19/opinion/location-tracking-cell-phone.html


Why privacy? Case 3
You don’t know who can
use that data for what
purpose.

Datasets can get hacked
and leaked.

Companies (and their data)
can get bought and sold.

23&Me paid $30M for a data
breach, went bankrupt.
What happens to user data?



Why privacy? Summary
You are being looked at, but you
can’t look back.

If a flag is raised, very expensive to
deal with.

You will change your behavior to be
overly cautious and not raise flags
=> “chilling effect”

Privacy is about power-imbalance.
EU Law analysis 2020

https://eulawanalysis.blogspot.com/2020/10/when-is-mass-surveillance-justified.html


Privacy is also BIG BUSINESS

If you don’t trust Google, you
may start using alternatives

Google will lose out!

Lots of effort in ensuring
baseline trust and privacy.



Privacy is also BIG BUSINESS



Privacy is also BIG BUSINESS

HIPAA violation fines of $5
million in 2023

2022 GDPR fines were $2
billion!



But what is “privacy”?

“Data People” by Jamillah Knowles



But what is “privacy”?

“The right to be let alone” - Warren II &
Justice Louis Brandeis. 

To exercise your other rights freely
without coercion, influence, or
persuasion.

No really. what is privacy?

“Data People” by Jamillah Knowles
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De-identification

Remove “sensitive” and “private”
attributes: Personally Identifiable
Information (PII)

HIPAA identifies 18 attributes which if
present would make the data PHI:
Private Health Information.

Note number 17



De-identification

A lot of work!

But are we good?



De-identification

Bill Weld

GIC released "anonymized" data on
state employees that showed every
single hospital visit to researchers.

Bill Weld assured the public that GIC
had protected patient privacy by
deleting identifiers.

They still had DOB, ZipCode, Sex,
along with hospital visits, diagnosis.



De-identification

Latanya Sweeney 1997: 87% of the
U.S. Population are uniquely
identified by {date of birth,

gender, ZIP}

Only six people in
Cambridge shared his
birth date, only three of
them men, and of them,
only he lived in his ZIP
code.



K-anonymity

Sweeney 1997: 87% of the U.S.
Population are uniquely identified

by {date of birth, gender, ZIP}

What if there were 10
others who had the exact

same attributes as Bill?



Name DoB Gender Height (cm) Weight (kg) Address Disease

Jenna Wilson 1949-04-23 Male 166 117
6639 Mayo Crescent

Suite 839, South
Austin, VT 27102

Heart Disease

Anita Garcia 1950-02-02 Male 152 75
9674 Ann Ways,

Fullerborough, UT
74286

Asthma

Sheila Ramirez 1980-08-04 Female 175 114
39357 White Island

Suite 518, Kathystad,
LA 31540

Diabetes

Ryan Jensen 1998-03-10 Male 174 94
31039 Duncan Glens

Suite 244, South
Annahaven, CA 38497

Heart Disease

Edward Lewis 1974-11-01 Male 157 88
USNS Butler, FPO AP

27077
Asthma

Jared Knight 1957-08-13 Female 183 99
860 Nichols Summit

Suite 235, North Tina,
CA 24369

Obesity

K-anonymity
Definition [Sweeny 1998]: For every row in the
database, there should be (k-1) others with the

exact same attributes.



Name DoB Gender Height (cm) Weight (kg) Address Disease

Jenna Wilson 1949-04-23 Male 166 117
6639 Mayo Crescent

Suite 839, South
Austin, VT 27102

Heart Disease

Anita Garcia 1950-02-02 Male 152 75
9674 Ann Ways,

Fullerborough, UT
74286

Asthma

Sheila Ramirez 1980-08-04 Female 175 114
39357 White Island

Suite 518, Kathystad,
LA 31540

Diabetes

Ryan Jensen 1998-03-10 Male 174 94
31039 Duncan Glens

Suite 244, South
Annahaven, CA 38497

Heart Disease

Edward Lewis 1974-11-01 Male 157 88
USNS Butler, FPO AP

27077
Asthma

Jared Knight 1957-08-13 Female 183 99
860 Nichols Summit

Suite 235, North Tina,
CA 24369

Obesity

K-anonymity: supression



DoB Gender Height (cm) Weight (kg) Disease

1949-04-23 Male 166 117 Heart Disease

1950-02-02 Male 152 75 Asthma

1980-08-04 Female 175 114 Diabetes

1998-03-10 Male 174 94 Heart Disease

1974-11-01 Male 157 88 Asthma

1957-08-13 Female 183 99 Obesity

K-anonymity: generalization



Age Gender Height (cm) Weight Disease

45-65 Male 160-180 Normal Heart Disease

45-65 Male 140-160 Normal Asthma

25-45 Female 160-180 Normal Diabetes

45-65 Male 160-180 Normal Heart Disease

45-65 Male 140-160 Normal Asthma

65+ Female 180-200 Overweight Obesity

K-anonymity: generalization



Age Gender Height (cm) Weight Disease

45-65 Male 160-180 Normal Heart Disease

45-65 Male 140-160 Normal Asthma

25-45 Female 160-180 Normal Diabetes

45-65 Male 160-180 Normal Heart Disease

45-65 Male 140-160 Normal Asthma

65+ Female 180-200 Overweight Obesity

K-anonymity: outlier removal

Satisfies 2-anonymity



K-anonymity

are Strava heatmaps de-
identified?

Do they satisfy k-anonymity?

What went wrong?



ℓ-diversity

Definition: For each set of
attributes, make sure there
are at diverse (least l)
sensitive attributes.



ℓ-diversity

Definition: For each set of attributes, make sure there are at diverse (least l)
sensitive attributes.
Is our 2-anonymous table 2-diverse? Can we make it?

Age Gender Height (cm) Weight Disease

45-65 Male 160-180 Normal Heart Disease

45-65 Male 140-160 Normal Asthma

45-65 Male 160-180 Normal Heart Disease

45-65 Male 140-160 Normal Asthma



Lots of back and forth

...



Lots of back and forth. even recently.
privacy is HARD.



Where to go? Differential Privacy



Quantifying Privacy 
Leakage



Recap

• We saw many definitions of privacy


• De-identification / suppression


• K-anonymity


• L-diversity


• We saw none of them really protected privacy and were easily broken


• Hinted at a more widely accepted definition.



Takeaways
Requirements for privacy definition

• Unaffected by auxiliary information: we 
should not be able to combine extra 
data to undo privacy.

• Composition: We should understand 
what happens when data is continuously 
released.

• Today we will come with such a privacy 
definition.



Goals of PPML

Data users

…

Algorithm

Data providers

queries

answers

• Each answer leaks some information. How to 
quantify?


• How to balance usefulness of answers vs. 
privacy being leaked?



Quantifying Privacy Leakage
Attempt 1

• Bayesian version: the posterior and prior are identical

Absolute Privacy: quantify total information leaked

“An answer to a query is private if the response 
reveals no more than was already known about the 
individuals in the data”



Quantifying Privacy Leakage
Attempt 1

…
Algorithm

Data providers Data users

Algorithm

Data providers

queries

answers

World 1: H0 

World 2: H1 

We are either in world 
1 or world 2. The adv 
cannot tell which 
world we are in.

…

…



Quantifying Privacy Leakage
Attempt 1

• Problem 1: Impossible to reveal anything useful about data since any useful 
answer will provide some previously unknown information.

Absolute Privacy: quantify total information leaked

“An answer to a query is private if the response 
reveals no more than was already known about the 
individuals in the data”



Quantifying Privacy Leakage
Attempt 1: Problems

• Problem 2: What I know before changes with auxiliary information. 


• Did the model leak information about Bob?


• Bob is a smoker, but his data was not used to train the model.

• The model said smokers have higher risk of disease.

• Bob’s insurance premiums were raised.

Absolute Privacy: quantify total information leaked

“An answer to a query is private if the response 
reveals no more than was already known about the 
individuals in the data”



Quantifying Privacy Leakage
Attempt 1: Problems

…
Algorithm

Data providers Data users

Algorithm

Data providers

queries

answers

World 1: H0 

World 2: H1 

Any information 
about the distribution 
reveals which world 
we are in.



Quantifying Privacy Leakage
Attempt 1: Problems

• Problem 2: What I know before changes with auxiliary information. 


• We want to safeguard individual information (privacy) while revealing 
distributional/aggregate information (utility)

Absolute Privacy: quantify total information leaked

“An answer to a query is private if the response 
reveals no more than was already known about the 
individuals in the data”



Quantifying Privacy Leakage
Attempt 2

Relative Privacy: quantify individual information leaked

“An analysis of a dataset is private if what can be learned about an 
individual in the dataset is not much more than what would be learned 
if the same analysis was conducted without them in the dataset”



Quantifying Privacy Leakage
Attempt 2

…
Algorithm

Data providers Data users

Algorithm

Data providers

queries

answers

World 1: H0 

World 2: H1 

• In world 2 only Bob 
is removed/
replaced. 


• Now from the 
answer, how easily 
can guess the 
correct world?

…

…

…



Quantifying Privacy Leakage
Attempt 2

• Intuition: Whether Bob is present in the data or not, the answer should not 
change much.


• Then, from looking at the answer, we will not learn whether Bob was present in 
the data or not.


• Gives Bob plausible deniability.

Relative Privacy: quantify new information leaked

“An analysis of a dataset is private if what can be learned about an 
individual in the dataset is not much more than what would be learned 
if the same analysis was conducted without them in the dataset”



Aside: how is Putin’s popularity calculated?
Plausible deniability as privacy



Aside: how is Putin’s popularity calculated?
List Experiment

• Split users randomly into two 
groups


• Design a set of options very 
similar to the one you actually 
care about


• To control only ask about the 
rest. To the treatment include 
your option.


• Does this confer plausible 
deniability?

Chapkovski and Schaub 2022. “Do Russians tell the truth when they say they support the war in Ukraine? Evidence from a list experiment” LSE Blog

https://blogs.lse.ac.uk/europpblog/2022/04/06/do-russians-tell-the-truth-when-they-say-they-support-the-war-in-ukraine-evidence-from-a-list-experiment/


Aside: how is Putin’s popularity calculated?
List Experiment

Chapkovski and Schaub 2022. “Do Russians tell the truth when they say they support the war in Ukraine? Evidence from a list experiment” LSE Blog

https://blogs.lse.ac.uk/europpblog/2022/04/06/do-russians-tell-the-truth-when-they-say-they-support-the-war-in-ukraine-evidence-from-a-list-experiment/
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Lots of models being released



Quantifying Privacy Leakage
Attempt 2

…
Algorithm

Data providers Data users

Algorithm

Data providers

queries

answers

World 1: H0 

World 2: H1 

• In world 2 only Bob 
is removed/
replaced. 


• Now from the 
answer, how easily 
can guess the 
correct world?

…

…

…



ML attack taxonomy

Threat model [Cristofaro 2020]

Kinds of privacy attacks in ML
White-box vs black-box: what level of
access do you have?
Training time vs. test time attacks:
when does the attack take place? 
Active vs. passive: how much
influence do you have?
What do you want to steal?

model architecture?
model parameters?
reconstruct training data?
infer attribute of a datapoint?

https://arxiv.org/pdf/2005.08679


Extracting data from ML models

xkcd 2169

https://xkcd.com/2169/


Extracting data from ML models



 => y

Model inversion

x  =>

Idea: model will be more
confident on an image it
has seen in training
optimize over x such that
y_label is high. 



Model inversion

See jupyter notebook.


